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Doorway Effect
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• New scenery demands more 

cognitive processing causing 

shifting of event models.

• Shifting makes memories from past 

event models less accessible to the 

current event model.

• Evidence that continuous 

perceptual input is segmented into 

coherent units - called “events”.



Walking through doorways causes forgetting
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Event Segmentation Theory

• Segmentation of ongoing activity is 

a spontaneous concomitant of 

ongoing perception.

• Event segmentation happens 

simultaneously on multiple 

timescales, though an observer 

may attend to a particular timescale.

• Event models are constructed 

through interaction of sensory input 

with stored knowledge
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SPECT

6Loschky, Lester C., et al. "The scene perception & event comprehension theory (SPECT) applied 
to visual narratives." Topics in cognitive science 12.1 (2020): 311-351.

• Front-end operates on single eye fixations, while 

back-end processing deals with multiple fixations

• Broad and narrow features and extracted from 

stimulus, which controls “Attentional Selection”

• Current event model is constructed over time in the 

working memory.

• Event models are stored in episodic memory (shifted) 

when they fail to explain or predict current features.



Hierarchy of Events
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Early Conceptual Acquisition in Infants
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Adopted from Yann Lecun Presentation on self-supervised learning (Image source: Emmanuel Dupoux)



Self-supervised Learning

• Past predicts the future

• Recent past predicts future

• Present predicts the past

• Visible predicts occluded
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Adopted from Yann Lecun Presentation on self-supervised learning



Self-supervised Learning
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Predictive Learning Framework

t t+1

P

E
Learning Signal

• Prediction model predicts future time steps

• Prediction error improves prediction performance 

through gradient descend.

• Self-supervised training
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t t+1
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Learning Signal

Basic Predictive Learning Framework
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t t+1

E

Learning Signal

Basic Predictive Learning Framework

Naïve approach

• Use FFN (MLP/CNN) on raw input.

• Transform current perceptual input to future input.

• Loss signal trains the predictive function.

Problems

• Too much noise in input signal

• High space and time complexity
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Basic Predictive Learning Framework
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Features Features
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Basic Predictive Learning Framework

Solution

• Use a trainable feature extractor.

• Transform current features to future features.

• Loss signal trains the predictive function and 

feature extractor.

Problems

• Limited temporal receptive field

• Model requires features from the past to accurately 

predict the future
t t+1

E

Learning Signal

Features Features
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Basic Predictive Learning Framework
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Basic Predictive Learning Framework
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Basic Predictive Learning Framework
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Basic Predictive Learning Framework

Solution

• Use recurrent model with 

internal memory.

Problems

• Unit of t is undefined.

• Different timescales.
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Basic Predictive Learning Framework

Solution

• Build hierarchical model

• Represent multiple 

timescales

Problems

• How many levels?

• Temporal pooling?
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PredNet Architecture
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HPNet Architecture
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Importance of Prediction Error

• Prediction error is propagated backwards to train the feature extractor 

and the prediction function.

• Prediction error is reasonably indicative of event boundaries, pointing to 

the beginning and ending of events. 

• The magnitude of prediction error indicates the temporal segmentation 

granularity.

• Spatial prediction error can be used for action localization. 
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Importance of Prediction Error

Low prediction error is expected 

within an event, given a good 

prediction model.
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Importance of Prediction Error

High prediction error is expected 

within an event, given a good 

prediction model.
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Learning 
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Self Supervised Event Segmentation

Aakur, S. N., & Sarkar, S. (2019). A perceptual prediction framework for self 
supervised event segmentation. In Proceedings of the IEEE Conference on 
Computer Vision and Pattern Recognition (pp. 1197-1206).
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• LSTM cell for internal memory of event model.

• Error detection implemented as a low pass filter on 

prediction error running average.

• Gating signal triggered when error is above 1.5 

times the running average.

• Adaptive learning controls learning rate
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Self Supervised Event Segmentation
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Self Supervised Event Segmentation
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Wildlife Extended Videos

• Bahdanau attention is used to 

visualize the location of the bird.

• Motion-weighted loss is used instead 

of pure prediction loss.

Mounir, R., Gula, R., Theuerkauf, J., & Sarkar, S. (2020). Temporal Event Segmentation using 
Attention-based Perceptual Prediction Model for Continual Learning. arXiv preprint 
arXiv:2005.02463.
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Wildlife Extended Videos
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Wildlife Extended Videos
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Wildlife Extended Videos



33

Energy-based Action Localization

• Pretrained Spatial Region Proposal.

• Prediction error peaks filter the 

object proposals.

• Energy-based optimization ensures 

action localization and temporal 

consistency.

Aakur, S. N., & Sarkar, S. (2020). Action Localization through Continual Predictive Learning. arXiv
preprint arXiv:2003.12185.
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Energy-based Action Localization
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Energy-based Action Localization
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Thank you!

Questions?


